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L’'imagerie pour étudier les habitats et la
macrofaune benthiques

Larges échelles spatio-temporelles, données continues Bénéficie des progres technologiques :
Informations écologigues, géologiques, biologiques,

anthropiques,... « Photogrammetrie : modeles 3D HR

Non intrusive et non destructive  Deep-learning

Permet I'accés a des écosystemes difficiles a etudier « Outils collaboratifs en ligne : Biigle, Ocean Spy...

Avec les progres de la technologie sous-marine, l'acquisition d'images est devenue un outil inestimable
pour collecter des informations sur I'habitat et la distribution de la faune, ainsi que sur I'abondance et la
taille des especes, mais aussi sur le comportement, les habitudes alimentaires, la croissance, la
reproduction ainsi que la réponse de l'organisme aux changements de I'environnement.
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Acqguisition

Sous-marins / Observatoires / ...

Camera
« Photos
e Vidéos

Enjeux et problematiques

Volume colossal de données acquises qui nécessite des
approches automatiques pour traiter les images
- Méthodes basées sur I'lA




Annotation manuelle & BIIGLE YOLO Active Learning
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Analyse vidéo fixe

Exemple d’un jeu de données MARLEY

Extraction of 1 image per video over 5 months of data,
l.e. 540 images to annotate

Manual annotation of 50 images to analyse the
behaviour of Madrepora oculata polyps according to 3
states: extended / moderately extended / retracted, i.e. a
total of 15,000 annotations

Development of a machine learning model for polyp
automatic annotation

Manual
annotations

200,000 polyps annotated and characterized

EX situ images can be
processed



Approche par les sciences participatives

Volume colossal de données acquises (BIG DATA) qui nécessite de I'aide pour
traiter les images acquises

ESPIONS
DES OCEANS
= Avenement de l'intelligence artificielle (IA) a permis le développement B

d’algorithmes facilitant le traitement automatique de grands jeux de données

= Neécessité d'une phase d’apprentissage trés chronophage !

Solution : impliquer les citoyens pour le traitement des données

o i R

Ex o j o
REPUBLIQUE ¢ C
FRANCA%: S

(_p

=i |
e DE LA MEDITERRANEE DEVENEZ UN ESPION DES OCEANS

& AIDEZ-NOUS A PERCER
LES MYSTERES DU MONDE MARIN !

_;’?l

Il

ESPIONS DES RECIFS ESPIONS DES COTES ESPIONS DES GRANDS
PROFONDS ; FONDS

w | (e[ &
4 o s ove

A




Detection automatique d’especes

Projet iMagine (2022-2025) : Imaging data and services for aguatic science

- Ashared IT platform for image analysis in marine and freshwater research, connected to EOSC (European Open Science Cloud) and
AlI4EU (Artificial Intelligence for European Union),

- Al-based image analysis services,
- A portfolio of image datasets from multiple RlIs,
- Different use cases: ecosystem monitoring, oil spill detection, plankton identification, underwater noise identification, etc.

Chimera fish

Bacterial mats

Other fish

Brittle star

Cataetyx fish

Mussels coverage
Bythograeid crab
Alvinocarid shrimp
Zoarcid fish

Tubeworms coverage
Polynoid worms (Atlantic)
Polynoid worms (Pacific)
Spider crab

Pycnogonid

Buccinid snail

“Ifremer https://www.imagine-ai.eu gP"j'

« Annotations citoyennes issues de Deep Sea
Spy, une plateforme de science participative
lancée en 2017 donnant acces aux images des
observatoires EMSO-Acores et Ocean
Networks Canada

« 4000 images, 15 especes, 250000 annotations
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IMagine workflow — Use Case EMSO Azores

Perspectives

Amélioration du
modéle sur les
classes buccins et
crabes
Entrainement sur
d’autres classes
Pipeline de pré-
traitement peut étre
appliqué a tout type
d'images

E.

Imagery acquisition . Citizen contribution
EMSO ' '
Observatories

Ecosystem monitoring at EMSO sites by video imagery

£

Database, catalogues

/’_\
Training

Inference

Yolov8 model
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VRE ODATIS — Use Case Benthic Imagery

Espace de Recherche Virtuel (VRE) ;QDATiS

Un espace qui donne accés a des données, des ressources et des services

v " « du péle ODATIS
w—q Lesdonnées . et d'autres (CMEMS, ...)
= de calcul (CPU/ GPU)
D Les ressources « des environnements pre-configures
vy = des outils / logiciels / extensions

?0 . » une documentation
j % Les services = des cas d'usage
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Accéder a8 FURL

(el se cunmecter)

Sélectionner les
ressources (CPU, 1 coeur, 4906, B haures
RAM, Ourde, ) 3 cosurs, 8 hauras
28 ooeurs

Commencer a
I'utiliser la VRE
(Données, Analyse,
Visualtsation, ...)

Les données Les ressources

o Acctaee Q‘ODMiS o Calcul (CPuas ), Ran
o o * Langages (Pyheo, R, Jufa)

*  Accds distant oca 52 *  Environnements
NTTPS, OPWNDAR, FTP, (Penga0) re

Les services (Helpdesk)
« Documentation
T8 oK
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https://odatis-public.gitlab-pages.ifremer.fr/vre/use-cases/5 benthic/

@ODATiS

Benthic Imagery - Cleaning
and Formatting Citizen Science
Data for Al-Based Deep-Sea
Species Detection

1. Cleaning and Analyzing
Benthic Data from Citizen
Science

2. Training an Al Model on
Cleaned Benthic Data

3. Model Inference on New
Benthic Images

M Made with MysT
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Benthic Imagery - Cleaning and
Formatting Citizen Science Data for
Al-Based Deep-Sea Species Detection
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About

Observatories provide continuous access to both coastal and deep-sea ecosystems,
particularly from underwater imaging that is a non-destructive method for examining

biodiversity on unprecedented time and space scales.

CONTENTS W

About

Data used

Download the data




VRE ODATIS — Use Case Benthic Imagery
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Benthic Imagery - Cleaning
and Formatting Citizen Science
Data for Al-Based Deep-Sea
Species Detection

1. Cleaning and Analyzing
Benthic Data from Citizen
Science

2. Training an Al Model on
Cleaned Benthic Data

3. Model Inference on New
Benthic Images

M Made with MyST
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3.1 Run Inference an New Data
3.1.1 Load the Pre-trained Model
AFFILATIONS 3.1.2 Perform Inference on New Images
Centre national de la recherche scientifique (CNRS) 3.9 Visualize Model Predictions
Pale da donndes el de senvices pour l'océan (DDATIS)
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3.1.1 Load the Pre-trained Model
h
Outline

() Learning

At the end o

How to

images.
How to
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We begin by loading the model that we just trained in the previous step.

model = YOLO(yolo_path / "runs/train/weights/best.pt’)

3.1.2 Perform Inference on New Images

Once the model is loaded, all that's left to do is run inferences on the test data. For this, we

use the predict method.

kktime
results = model.predict(yolo_path / 'images/test', verbose=False) # save=True, save_txt=Tr|

< >

CPU times: wser 2min 18s, sys: 3.45 s, total: 2min 14s
Wall time: 18.4 s

And here’s the version in bash command, to run it in a job on an HPC infrastructure.

yolo predict model=data/yolo/runs/train/weights/best.pt source=data/yolo/images/test save=T

< >

3.1 Run Inference on New Data

3.1.1 Load the Pre-trained Model

3.1.2 Perform Inference on New I
3.2 Visualize Model Predictions

3.3 Export Detection Results

3.2 Visualize Model Predictions

from PIL import Image
from 1Python.display import display

ing = result.plot(pil=pil, *“kwargs)

height = Int{(width / lwg.width) * img.height)
ing resized = img.resize((width, height))

display(img_resized)

I from IPython.display import display

After performing the inferences, we can visualize the resuits.

n-8
| display_image(results|n], width=680)

def display_image(result, width=6@@, pll=True, **kwargs):

CONTENTS Vv

itline
3.1 Run Inference on New Data

3.1.1 Load the Pre-trained Model

3.1.2 Perform Inference on w Images
3.2 Visualize Model Pradictions

3.3 Export Detection Results




L’'imagerie pour étudier la méiofaune

La méiofaune marine est un groupe d’animaux assez petits (20um a 1mm) vivant dans le
compartiment benthique, c'est-a-dire dans le sédiment sur le fond marin.

COPAS Cytometer ZEISS Microscope

Fluorescent targeting (FISH/Physiologycal assay)

Fluorescent targeting for meiofauna/

taxon/microbiome/physiological asay N
%, ! @ 3D HR imaging
e w —
wEn e Fluorescence  uCT

® 2D automatic HR imaging

Sediment  Density separation Meiofauna

sample &
organic matter

oWGS@\'

@ Foodweb &'N, &'3C

® Microbiome

@® Barcoding @ I

® Proteomic |.LJLL

. LR imaging ® Ecosystem Foodweb

o"™N, 53C

Select specimens of interest
Emblematic species selection




L’'imagerie pour étudier la méiofaune

La méiofaune marine est un groupe d’animaux assez petits (20um a 1mm) vivant dans le
compartiment benthique, c'est-a-dire dans le sédiment sur le fond marin.

COPAS Cytometer ZEISS Microscope

Fluorescent targeting (FISH/Physiologycal assay)

Fluorescent targeting for meiofauna/
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® Proteomic |.LJLL

oWGS@\'
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® Microbiome

Emblematic species selection

. LR imaging

® Ecosystem Foodweb
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Select specimens of interest




Embedded YOLO for Every Segmentation
i (E.Y.E.S)

Traitement d'images du microscope basé sur des methodes
d'apprentissage automatique pour la segmentation et I'import
dans EcoTaxa

Embedded YOLO for Every Segmentation

Source 1d_1089Tiff (1/25) |
..............

eeeeeeeeeeeeee

Perspectives : pilotage automatique du microscope pour détecter les nématodes



Développement et intégration d’un Deep
Feature Extractor dans EcoTaxa

EYES

Embed YOLO for
Every Segmentation

Entrainement

Ifremer Deep Feature Extractor
sortie de Eyes Phase 1 (warmup) Phase 2 (Fine-tuning)
Base model :
1 dossier d'images par classe Iput resnet v2. 50 Ouput
; : " »| Dossier contenant un - backbone (base_model) frozen - unfreeze backbone Sauvegarde du modéle
Images segmentées ef recadrées dossier dimages par Model : - classifier frozen - unfreeze classifier gam
Qualite dimage originale et variable classe Keras sequential - train only heads (Dense Layers) - Lower Learning rate Sl e ABCTR DOUL U
+ tsv handcrafted features de textures k output de 1792 features
' EcoTaxa
|
v
Emplacement du modéle:
EcoTaxa@Server/eco_resources/models
Deep_ ln -
Feature_extractor_4_EcoTaxa nom du modéle -
io_MonModel
Image 224=224=3 Images 224 obligatoire pour EcoTaxa
i S
Data Augmentation Data Augmentation exagérée + découpe mosaigue de Iimage pour défruire les formes et forcer le travail sur les textures 10_z&Iss
4 feature_extractor
ResMNet50V2 (ImageNet, feature vector) Resnets0 fit avec EcoTaxa
i > | crop.txt
MLP (1024 — 512) 2 couches Dense (1024 -= 512) activation=swish + Dropout dirr_recucer.pickle
i assets
Feature vector (1792) Feature vector 1792 imposé par EcoTaxa variabiles
Ii =
Classifier Classifier classe variable pour I'entrainement mais non exporté || keras_metadata.pb
| | saved_model.pb

Adapté a lI'ildentification de la méiofaune (nématodes)




Validation de I’'lA par les citoyens : exemple
d’Espions des Sables — Sand Spy

Acquisition

= A £ -;l" 5
D %

E.

Classification
par les
scientifiques




Basalt.
[ smv
| suifurs

Autres exemples d’applications en
m ager e e R - BEE sm::; |

journal homepsge: wnww a'sievies comdocstmacs inf

Convolutional neural networks for hydrothermal vents substratum =

 Classification des substrats ™= ..
(collaborations IMT-A et ISEN)

5>, i1 A s,
Loic Van Audenhaege ', Annah Raniiere , Jozée Saiazin ', Gilson Alexandre Ostwald Pedio di

« Annotation des images Synchrotron
Segmentation des ovocytes et de la gonade des individus

* En halieutique/milieu cotier

|dentification des organismes
Caractérisation des types Habitats

(sédiments, topographie, paysages)

Identification et dénombrement
des terriers de langoustines ;
évaluation du stock de coquilles
Saint-Jacques

Utilisation du logiciel VIAME

' m Conceptualisation d'une solution
“compléte” pour le traitement des vidéos
(traineaux, AUV, ROV)

* Imagerie aéroportée et telédetection
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Initiatives nationales, européennes et
i n ter n a_ti O n al eS Plat.t.e‘forme nation;laen:(; :;;:2:/:; :;:en:céhdeias de biodiversité

 ODATIS
« EcoinfoFAIR — BiomedIA
* ImaginEcology (GDR Ecostat)

Relevés standardisés

* IMagine & next

« Marine Imaging Workshop
* FathomNet

« Challenger 150 WG
 Quatre A

o Seafloor Macrolitter Scientific
Community
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