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The Data Volume Explosion• The geosciences are facing a data 
volume crisis
• From Earth System Models:

• Higher resolution
• More process representation
• Larger ensembles
• On track for exabytes by CMIP7

THE BIG-DATA GEOSCIENCE ERA IS NOW
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Size of CMIP Archives

Projected NASA Cloud Storage

300	Peta	Bytes
• From Remote Sensing Platforms:

• New sensors / platforms
• Continuous observations
• Multiple versions of derived 

datasets

(1 Pb)



THE FRAGMENTATION PROBLEM

1. Software
• Few tangible incentives to share source code (funding agencies, 

journals)
• Lack of extensible development patterns; often it is easier to “home 

grow” your own solution, rather than using someone else’s.
• Result is that most geoscientific research is effectively unreproducible 

and prone to failure.
2. Data sprawl
• Inefficiencies of many copies of the same datasets
• Lessons learned from the CMIP archives (CMIP3 was duplicated > 

30x)
3. Local vs. High-performance vs. Cloud Computing
• Traditional scientific computing workflows are difficult to port from a 

laptop, to HPC, to the cloud



GROWING TECHNOLOGY GAPS

• Most geoscientists do not have specific training in data-
science, software development, or computational methods.
• Private data-science industry vs. academia: 
• Leveraging open-source software / data
• Adoption of big-data tools and frameworks (general understanding of  

how/where/when to scale)
• Migration to the commercial cloud



• Mission: To cultivate an ecosystem in which the next 
generation of open-source analysis tools for the geosciences 
can be developed, distributed, and sustained. 

• Vision: We envision a collection of related but independent 
open-source packages that meet specific scientific needs 
within the geoscience fields. Core attributes of this ecosystem 
would include:
• Open and collaborative development 
• Tools for scaling computations from small to very large datasets
• Frameworks for moving scientific analysis to the data
• Welcoming and inclusive development culture

PANGEO IS A COMMUNITY EFFORT FOR BIG DATA GEOSCIENCE



PANGEO’S PYTHON BUILDING BLOCKS

Iris



• Set of tools that will 
facilitate science at all 
scales
• Platform agnostic
• The core of the Pangeo

ecosystem includes:
• Xarray (data-model  and 

toolkit for working with N-
dimensional labeled arrays)

• Dask (parallel computing)
• Jupyter (interactive 

computing)
• Extensible: Series of 3rd

party packages that build 
on top of core libraries
• Flexible: Individual 

components may be 
swapped in/out

HPC	/	Cloud	Compute

Examples of 3rd party packages 
in the Pangeo Ecosystem: 

• Data discovery
• Regridding and GIS
• Vector calculous
• Signal processing
• Thermodynamics

PANGEO ECOSYSTEM



• NCAR’s Cheyenne Super 
Computer
• 145,152 processors
• 52.7 Pb of parallel disk storage
• InfiniBand high-speed 

interconnect
• dask.distributed: parallel 

workers across many HPC 
nodes
• Xarray for computational 

toolkit and I/O
• Jupyter notebooks for 

interactive computing
• New tools for deploying dask

clusters on HPC 
• e.g. dask-jobqueue1

HIGHLIGHT 1: HPC APPLICATIONS

1:	https://github.com/dask/dask-jobqueue



pangeo.pydata.org
• JupyterHub running on the 

Google Cloud
• Kubernetes for both Jupyter

and Dask-distributed
• Exploring/evaluating:

• Cloud storage
• User environment 

customization
• Data discovery

• Kubernetes Helm-chart 
(github.com/pangeo-
data/helm-chart)

• Clones of our deployment 
have been made on AWS 
and Azure.

HIGHLIGHT 2: CLOUD COMPUTING



• Conclusions
• Big-data is requiring us to look for fundamentally different ways of doing our 

science.
• Pangeo is an open community effort for big data in the geosciences that is 

building on top of the existing Scientific Python stack. 
• Rather than building a monolithic platform, we are aiming to develop a 

ecosystem independent, but related packages.
• Development on HPC and Google Cloud is happening in concert.

• Next steps and ongoing efforts:
• Benchmark approaches for storing / using geoscience data in the cloud. 
• Further refinement of JupyterHub configuration.
• Deploy similar JupyterHub interface for HPC platforms.
• Data discovery.
• Do more science using Pangeo!

CONCLUSIONS AND NEXT STEPS
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Community
• Collaborators at:

• 25+ Universities / Labs
• 3+ companies

• Join Us!:
• Website: 

• pangeo-data.github.io
• Jupyterhub (beta deployment):

• pangeo.pydata.org
• Discussion:

• github.com/pangeo-data/pangeo

QUESTIONS AND CREDITS

Special	thanks	to	the	UK	Met	Office	Team
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• N-D labeled arrays and datasets in 
Python
• Data model emulates the Common 

Data Model (e.g. NetCDF)
• Key features:
• Label-based indexing
• Interoperability with core 

scientific Python packages
• Parallel computation using 

Dask
• Wide range of input/output 

options
• Robust data analysis and 

manipulation toolkit

Mainstream “big data” technologies such as Hadoop are not well suited to climate 
datasets, which consist mostly of multidimensional numerical array data stored in the 
netCDF format. Additionally, climate science analysis pipelines are highly diverse, 
including classical statistics, empirical orthogonal function (EOF) analysis, 
sophisticated finite-volume vector calculus operations, spatio-temporal spectral 
analysis, and machine learning. Flexibility is key. Our solution involves integrating 
emerging technologies from the open-source Scientific Python ecosystem. 

XArray 
XArray is a community-developed, 
open-source software project and 
Python package that provides tools 
and data structures for working 
with N-dimensional labeled arrays 
(Hoyer & Hamman, 2017). The XArray data model is based on the Common Data Model 
(CDM) used with netCDF, which provides a standard for metadata-enabled self-
describing scientific datasets. The labels used by XArray come from the metadata 
described by the CDM—examples of labels (also referred to as coordinates) might 
include latitude, longitude, time, as in the figure above. 

 
Built on top of the XArray data model is a  robust toolkit that includes the following key 
features:  
1. label-based indexing and arithmetic 
2. interoperability with the core scientific Python packages (e.g. Pandas, NumPy, 

Matplotlib) 
3. out-of-core computation on datasets that don’t fit into memory (via Dask) 
4. a wide range of serialization and input/output (I/O) options (e.g. NetCDF 3/4, 

OPeNDAP (read-only), GRIB 1/2 (read-only), and HDF 4/5) 
5. advanced multi-dimensional data manipulation tools such as group-by and 

resampling 
XArray’s high-level interface is well-documented, intuitive, and easy to use. For the 
geoscience community, this facilitates a relatively painless transition to Python. 

Dask 
Dask is a system for parallel computing that coordinates well with Python's existing 
scientific software ecosystem. Data analysis tools like XArray use Dask to parallelize 
complex workloads across many cores on a single workstation or across many 
machines in a distributed cluster. Dask manages running tasks on different workers, 
tracking the location of intermediate results, moving data across the network, 
managing failed nodes, etc. 

Dask can be used at either a high level or low 
level. At a high level, Dask provides parallel 
multi-dimensional arrays, tables, machine 
learning tools, etc. that parallelize existing 
popular libraries like NumPy, Pandas, and 
Scikit-Learn respectively. For example 
Dask.array provides a distributed multi-
dimensional array interface that is API-

compatible with NumPy, Scientific Python's standard array solution. Dask arrays are 
composed of many smaller in-memory NumPy arrays distributed throughout a cluster 
of machines. Operations on a Dask array trigger many smaller operations on the 
constituent Numpy arrays.   

At a low level, Dask is a dynamic 
distributed task scheduler. Any Dask 
computation creates a task graph with 
dependencies. Each task is composed of 
a function to be applied on some piece 
of data, such as a single NumPy array 
chunk, or on the results of other 
dependent tasks. For non-trivial 
computations, dependencies exist 
between tasks, such that the results of one computation are required by others.  Normal 
climate science computations create a complex web of hundreds of thousands of small 
tasks. It is Dask’s job to take this web of small tasks and map it intelligently to the 
available computing resources in such a way that balances load, minimizes data 
transfer, responds to busy or failed workers, etc. 

Jupyter Notebook  
Jupyter Notebook is a web application that supports interactive code 
execution, display of figures, and in-line explanatory text and equations. 
Jupyter Notebooks are ubiquitous in the scientific python community. There is no 
apparent difference to the user between a local Jupyter Notebook and one running on a 
remote system, facilitating a seamless transition to a cloud and HPC environments.

Pangeo: A Big Data Climate Science Platform

1 Climate Science’s Data Flood

The need to understand our changing planet has never been more 
urgent. Satellite observations and numerical simulation outputs are two 
of the main sources of data in climate science. Trends in technology are 
driving both types of dataset to increase exponentially in size, creating a 
major bottleneck for scientific progress. 

Earth-observing satellites help 
monitor climate variability and 
provide detailed, global view of 
climate processes. For example, the 
upcoming NASA Surface Water and 
Ocean Topography (SWOT) mission 
will measure ocean sea-surface 
height with unprecedented ~5 km 
resolution. This provides a great 
opportunity to better understand 
ocean physics, if we can efficiently 
analyze the data. 

Climate, weather, and ocean simulations (Earth 
System Models; ESMs) are crucial tools for the 
study of the Earth system, providing both 
scientific insight into fundamental dynamics as 
well as valuable practical predictions about 
Earth's future. Continuous increases in ESM 
spatial resolution have led to more realistic, more 
detailed physical representations of Earth system 
processes, while the proliferation of statistical 
ensembles of simulations has greatly enhanced 
understanding of uncertainty and internal 
variability. Hand in hand with this progress has 
come the generation of Petabytes of simulation 
data. Traditional analysis tools can’t handle it.

4 Future Plans

2 Scientific Python Building Blocks

3 Deployment on Columbia HPC

Ryan Abernathey1, Joe Hamman
2
, 

Matt Rocklin3

Product Size
CMIP3 (2007) 36 TB
CMIP5 (2012) 3.3 PB
CMIP6 (2017) 150 PB
ERA Interim (2011) 36 TB
ERA 5 (2017) 5 PB

import	xarray	as	xr	

#	Load	a	netCDF	dataset	
ds	=	xr.open_dataset('air_temperature.nc')	
#	Resample	daily	data	to	monthly	means	
ds	=	ds.resample('MS',	dim='time',	how='mean')	
#	Calculate	a	monthly	climatology	
climatology	=	ds.groupby('time.month').mean(dim='time')	
#	Calculate	monthly	anomalies	
anomalies	=	ds.groupby('time.month')	-	climatology	
#	Plot	an	example	monthly	anomaly	(June	2013)	
anomalies.sel(time='2013-06')['air'].plot()
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1: Columbia University / Lamont Doherty Earth Observatory 
2: National Center for Atmospheric Research 
3: Continuum Analytics

Climate scientists usually have access to traditional high-performance computing 
(HPC) systems for running models. Here we demonstrate how such systems can be 
leveraged for Big Data analysis. We deployed XArray, Dask, and Dask.Distributed on 
Columbia’s Habanero HPC system. We benchmarked a typical climate science 

workflow: taking a power spectrum of a numerical simulation. This task includes 
both I/O bound (reading data) and compute bound (calculating Fourier transform) 
tasks. We achieved parallel scaling on a single node using up to 24 threads, 
reaching a data throughput of >700 MB/s. 

HPC 

web browser

storage nodes

dask

end user

compute nodes

The mission of the Pangeo Project is to cultivate an ecosystem in which the next 
generation of open-source analysis tools for ocean, atmosphere and climate science 
can be developed, distributed, and sustained. These tools must be scalable in order 
to meet the current and future challenges of big data, and these solutions should 
leverage the existing Big Data expertise outside of the AOC community. We envision 
a collection of related but independent open-source packages that meet specific 
scientific needs within the AOC fields. Design documents have have been developed 
for: signal processing, vector calculus, thermodynamics, data storage / discovery, 
regridding, and regions / shapes. 

More Info  

•pangeo-data.github.io 
•github.com/pydata/xarray/ 
•github.com/dask/dask

Hoyer, S. & Hamman, J., (2017). Xarray: N-D 
labeled Arrays and Datasets in Python. 
Journal of Open Research Software. 5(1), 
p.10. DOI: http://doi.org/10.5334/jors.148

Xarray



Dask
• Dask is a flexible parallel computing 

library for analytic computing
• Parallel arrays allow us to seamlessly 

scale serial programs and workflows 
• Dynamic task scheduling is optimized 

for computation
• Can be utilized on a single machine or 

a cluster of machines

Dask arrays 
coordinate many 
NumPy arrays 
arranged into a 
grid. These 
NumPy arrays may 
live on disk or on 
other machines.

Source: Dask documentation

Example of a Dask task graph for a simple, embarrassingly 
parallel reduction operation. 

DASK



Jupyter

• “The	Jupyter	Notebook	is	an	open-source	
web	application	that	allows	you	to	create	
and	share	documents	that	contain	live	
code,	equations,	visualizations	and	
explanatory	text.	Uses	include:	data	
cleaning	and	transformation,	numerical	
simulation,	statistical	modeling,	machine	
learning	and	much	more.”

• Originally	“Python-centric”	but	has	been	
expanded	to	include	over	40	popular	
programming	languages	(e.g.	Julia	and	R)

• Check	it	out	at:	http://jupyter.org

JUPYTER


